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Abstr act

Thi s paper tests whether differences across states in
pol lution regulation affect the |ocation of manufacturing
activity inthe US Plant-level data fromthe Census Bureau's
Longi tudi nal Research Database is used to identify new pl ant
births in each state over the 1963-1987 period. This is conbined
w th several neasures of state regulatory intensity, including
busi ness pol |l uti on abat enment spendi ng, regul atory enforcenent
activity, congressional pro-environnment voting, and an index of
state environnental laws. A significant connection is found:
states with nore stringent environnental regul ation have fewer
new manufacturing plants. These results persist across a variety
of econonetric specifications, and the strongest regulatory
coefficients are simlar in magnitude to those on other factors
expected to influence | ocation, such as unionization rates.
However, a subsanple of high-pollution industries, which m ght
have been expected to show nuch | arger inpacts, gets simlar
coefficients. This raises the possibility that differences
bet ween states other than environnental regulation m ght be
i nfluencing the results.
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1. Introduction

Since the 1960s there has been a substantial increase in the
envi ronnental regul ations faced by U S. business. These
regul ations are primarily defined at the national |evel, but much
of the inplenentation and enforcenent is done by state regul atory
agencies. In addition, sone states inpose additional regul ations
of their own. To the extent that sone states regul ate pollution
nore stringently than others, businesses in one state may have a
conpetitive advantage over those in another state. This could
i nfluence firns' decisions about where to open new pl ants.

On the international |evel, the concern is often raised that
envi ronmental regul ation may reduce the conpetitiveness of U. S.
firms, leading firnms to nove production to foreign plants.
Jaffe, et. al. (1995) contains an extended di scussion of the
i ssue of conpetitiveness, and a survey of the existing studies in
this area. The debate over the North Anerican Free Trade Act has
hi ghl i ghted these concerns, with fears that heavily-polluting
pl ants coul d choose to nove their activities to Mexico to take
advant age of | ax enforcenent of environnmental |aws there.

Past research in this area has not found that pollution

regul ation is of overriding concern in determ ning plant



| ocation, although it does play sone role. One set of research
conducts surveys asking businessnen to rate the inportance of
different factors, including environnental regul atory neasures.
These studies find that "favorable pollution | aws" (Epping 1986),
"state clean air legislation" (Lyne 1990), and "environnent al
concerns" (Stafford 1985) are of small to noderate inportance
when | ocating new pl ants.

Enpirical studies have sonetines found effects of regulation
on | ocation, but generally small ones. Bartik (1988) exam nes
the | ocation of new manufacturing branch plants of Fortune 500
conpani es between 1972 and 1978. He finds no effect of state
spendi ng on pollution control regul ati ons, manufacturing spending
on pollution abatenent, or particul ate em ssion regul ati ons.
McConnel | and Schwab (1990) exam ne the location of notor vehicle
assenbly plants between 1973 and 1982. They find only a snmall
i npact of an SMBA's attainment with federal ozone standards, and
no i npact of state regulation expenditures or manufacturing
abat enment expenditures. Levinson (1996) exam nes the |ocation of
new manuf acturing plants between 1982 and 1987. He finds a snall
negati ve inpact of manufacturing abatenent expenditures and an
i ndex of state environnmental |aws on | ocation, but only for a
narrow subsanpl e of the data: branch plants of large firns in

hi gh-pol I ution i ndustri es.



Two recent studies, Henderson (1996) and Kahn (1994) have
| ooked at the inpact of air quality on plant |ocation. Federal
regul ations require states to develop plans to inprove air
quality in counties which fail to neet federal air quality
guidelines (called 'non-attainnent' counties). These state plans
generally involve stricter regulation of em ssions from both
exi sting and new sources, and provide one way to neasure possible
differences in regulation across counties. Henderson finds a
reduction in the presence of polluting industries, and Kahn finds
sl ower growth in manufacturing enploynment, in non-attainnent
counti es.

O her studies considering the inpact of pollution
regul ati ons on busi ness al ong ot her di nensi ons have found
significant effects, which m ght be expected to influence new
pl ant | ocation. Duffy-Deno (1992) finds a negative (but small)

i npact of manufacturing abatenment costs on SMSA earni ngs and

enpl oynent growth. Bartel and Thomas (1987) find that OSHA and
EPA regulation tend to reduce profits in heavily regul ated
industries. Deily and Gay (1991) find that steel plants facing
greater air pollution enforcenent activity are significantly nore
likely to close.

Many studi es have exam ned the inpact of regulation on
productivity grow h. Bar bera and McConnell (1986) find that

pol l uti on abat enent expenditures accounted for a significant



portion of the productivity slowdown in several industries.
ol | op and Roberts (1983) find that stringency of air pollution
regul ation has a | arge negative inpact on productivity of
el ectric power plants. | have also found significant effects of
regul ati on on manufacturing productivity, using both industry-
| evel (Gray 1987) and plant-1level data (Gray and Shadbegi an
1995) .

In this study | exam ne changes in the |ocation of
manuf acturing activity from 1963 to 1987, based on the Census
Bureau's plant-level Longitudinal Research Database (LRD). |
calculate the birth rate of new plants for each state at five-
year intervals, and then test for an influence of state-Ievel
environmental regulation. | control for factors traditionally
expected to affect plant |ocation (taxes, factor prices, and
| abor force characteristics). A wide variety of neasures of
state-level environnental regulation are considered, including
expenditures (state regulatory spendi ng and busi ness poll ution
abat enent spending), political support (menbership in
conservation organi zati ons, Congressional voting patterns and an
i ndex of state laws), and regulatory stringency (air pollution
enforcement activity). This nodel is estimated separately for
all manufacturing and for a subset of the nost pollution-
i ntensive industries, using several different econonetric

speci fications.



| find a significant negative connection between plant birth
rates and sonme of the regulatory nmeasures. The results give sone
support for the idea that new plants tend to locate in areas with
| ess strict regulation, using the political and regul atory
stringency neasures, although the expenditure neasures are |ess
often significant. The strongest regulatory coefficients are
simlar in magnitude to those on other control variables, such as
uni oni zation. Panel data estimation nethods give simlar
results, as do anal yses which focus on the nunber of new plants
in the state (such as poisson or conditional |ogit nodels),
al though the relative inpacts of different variables differ
across the nodel s.

The results also present a few puzzles, which may indicate
that they are neasuring sone phenonenon other than a sinple
i npact of regulation on plant |ocation. The nost inportant of
these is that the observed connection between regul ati on and
| ocation is not noticeably stronger for plants in highly
pol lution-intensive industries than it is for all manufacturing
plants. This suggests that sone other state characteristics,
correlated wwth the nmeasures of state environnental regul ation,
m ght be influencing the anal ysis.

A brief sketch of the theoretical nodel underlying the plant
| ocation decision is presented in Section 2, along with a

di scussion of the econonetric nodelling which is used. Section 3



contains a discussion of the data sources used in the anal ysis.
The basic enpirical results are presented in section 4, followed
in section 5 by the conclusions (and areas for further

i nvestigation).

2. Modelling Plant Location: Theory and Econonetrics

There is a substantial theoretical literature on the
incentives for governnments to conpete with each other by | owering
taxes to attract businesses. In general, this 'undercutting'
behavior leads to |ower-than-optimal tax rates. Simlar
theoretical results for environnental regulation are found by
Cunberl and (1981) and QGates and Schwab (1986): the conpetition to
attract business will reduce environnental quality bel ow opti nmal
|l evels. Markusen et. al. (1993) consider the case of two
governnments trying to influence the plant |ocation decision of a
single firm(wth increasing returns to scale). They include the
negative externality from pollution (assuned to be local), and
find that if the pollution is bad enough, each governnment wl|
try to drive the firmto locate in the other jurisdiction with
regul ations that are too strict, rather than too |lax (the fanous
"Not In My Back Yard' scenario). |In cases with |l ess serious

pol lution, the usual 'undercutting result applies.



The decision for a manufacturing firm about where to | ocate
its activities can be nade al ong several dinensions for a nulti-
plant firm Production could be reall ocated anong existing
pl ants, sone plants could be closed down, and new plants could be
opened. This study concentrates on the novenent of plants
t hrough new pl ant openi ngs, because this offers a discrete event,
with the notion of the firmconparing the profitability of
current and potential |ocations when deciding |ocation, although
| also examne 'net birth rates' (incorporating both openings and
cl osi ngs) .

Once a firmhas decided to open a new plant, it bases its
| ocati on decision on the expected profitability of the different
possible sites. Profitability depends on several sets of
characteristics of the location. Factor prices differ across the
country, as prices for |abor, energy, land, and materials show
substantial variation (the price of capital is likely to show
| ess variation across states, since the interest rate is
generally set in the national market for credit - though
variation in the supply of used capital goods mght |ead to sone
variation). Factor quality and availability (especially a
suitabl e | abor force, and suppliers of essential internediate
goods) is another inportant determnant. Differences across
states in product market conditions could al so affect

profitability (size of market, nunber of conpetitors, and of



course the market price), but this would be | ess inportant for
goods with national markets (such as nobst manufactured goods).
States may also differ in their taxing or regul ating of business,
i ncl udi ng environnental regul ations.

Followi ng Bartik (1985) and others in the area, | assune
that the expected profits for a new plant of firmi in site j can
be witten as:

(1) B = B Xj; + e
The firmnaturally chooses the |location wth maxi mum profits, so
that states with | ess desirable attributes are less likely to be
chosen, as are states which contain fewer sites. The nunber of
sites, or 'scale' of a state, as neasured by area or popul ati on,
is often the nost powerful explanatory variable in the
estimation. Several econonetric nethods have been used for these
anal yses, dependi ng on what aspect of the data is considered npst
i nportant.

If the focus is on the conparison across states, and if e
follows a Weibull distribution, the choice can be described using
the conditional logit nodel (MFadden 1973). |In the usual case,
only characteristics of the site are considered, since little is
typically known about the conpany making the decision. The

probability of firmi choosing site s is:

(2) Pr(is) =exp (B X) / E exp (B X).



The relative probability of any two sites (s and q) attracting a
new plant is just given by the differences in their X variabl es:

(3) Pr(is) / P(iq) = exp (B (X-X)).

This is an advantage conputationally, but it does require the
assunption that each site's error termis uncorrelated with the
others, which may be unlikely in this case. A potenti al
conceptual disadvantage of this nodel is the assunption that the
total nunber of new plants has al ready been determ ned, and does
not depend on the explanatory variables (for exanple, nore
stringent regulation in a state would not reduce the total nunber
of new plants opened, but sinply reallocate themto other
states).

An alternative procedure, based on a Poisson nodel, focusses
on the possibility that a state's characteristics may directly
affect the total nunber of new plants opened. The nunber of new
plants in state s, N,, is generated by a Poisson distribution

with mean 8,, which depends on state characteristics X:

(4) 8s = exp(B' X).
The |l og-likelihood for the sanple is given by:
(5) L(B) = Es {-10g(N!) - exp(B X) + NB X}.

This could be interpreted as allowng for there being a certain
nunber of 'potential' new plants, sone of which will open and
some will not. Policies that encourage plants to open wl|

result in nore of the potential plants opening.



A key difference between the Poi sson nodel and the
conditional logit nodel lies in the treatnment of a country-w de
change in one of the X variables. Suppose that regul atory
stringency increases in all states. The conditional |ogit nodel
assunes the total nunmber of new plant openings wll remain
unchanged, which presunmably understates the inpact of overal
increases in regulation. On the other hand, the Poi sson nodel
predicts that all states would attract fewer new plants, even if
sone states increased their stringency nore than others.! Wich
nodel is preferable depends on which aspect of regulatory
variation is nore inportant.

In this paper | consider both the Poisson and conditi onal
| ogit nodels, but begin by focussing on a | ess sophisticated
linear regression nodel. | calculate the birth rate of new
plants in a state (B,), neasured as the nunber of plants born
during the period divided by the total plants present at the
start of the period, and explain variations in birth rates with a
sinple linear regression,

(6) log(B,) = B X, + u,.

This analysis relies on the birth rate cal culation (dividing by
t he nunber of existing plants) to control for differences in

scal e across states, so neasures of state size (area, popul ation,

1 A Poi sson analysis might pick up common shifts in state regulation with
time dummy controls.
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or nunber of plants) are likely to be less inportant. The
assunption here is that, all else equal, the nunber of new plants
shoul d be roughly proportional to the nunber of existing plants.

| also do sone panel data anal yses, |ooking at both fixed-effects
and randomeffects nodels. This allows us to control for the

i nfluences of other, unneasured characteristics of states which
m ght influence the plant |ocation decisions. The regression-
based anal yses nmay be nore robust, at the cost of sone loss in
efficiency since they don't take into account the specialized
nature of the dependent variable and the choice process.?

Sonme possi bl e econonetric issues are determ ned by the
nature of the data in the sanple. Since ny plant opening data
comes fromthe Census of Manufactures, taken at 5 year intervals,
| can only observe the average nunber of new plants opened over
several years. This makes it nore difficult to capture any
i ssues of timng (for exanple, whether an increase in a state's
wages this year affects new plant openings imrediately, or with a
two- or three-year lag). In the absence of any nore specific
information on the timng of the plant |ocation decision, | wll
use the explanatory variables at the start of the period to

expl ain plant openings during the period. For exanple, the

2 The mai n advant age of the Poisson, dealing with cases of zero or snall
i nteger nunbers of births, is not especially relevant here because nany new
manuf acturing plants open in even the snmallest state over a five-year period.
It may even prove a disadvantage, if the Poisson is overly sensitive to the
very | arge nunbers of plants opened in sone states.

11



nunber of plants opened in GChio between 1982 and 1987 depends on
Ohio's characteristics in 1982.

This has the added benefit of reducing concerns about
possi bl e endogeneity of the explanatory variables. For exanpl e,

t he openi ng of new plants tends to reduce unenpl oynent, so
regressi ng plant openings on concurrent unenploynment could give a
m sl eadi ng negative coefficient. There could still be sone
endogeneity bias, but it would have to depend on autocorrel ation
of errors over time (which should reduce its inportance).?

Anot her feature of the data with econonetric inplications is
the nature of the regulatory neasures. Most of these are
strictly cross-section neasures (one val ue per state), so there
is no way to | ook at the inpact of changes in regulation over
time. Even those neasures which nomnally include sone tine
series variation do not extend back into the 1960s at any | evel
of detail, and nearly all of their variation occurs across states
rather than over tinme. This |imts the use of fixed-effects
estimation to control for unobserved state-specific
characteristics, since all of the cross-state variation in
regul ation is absorbed by the fixed-effects. Randomeffects

nodel s may al so have their own problens, since they depend on the

% The presence of a state-level business cycle may hel p explain the positive
connection | find between new pl ant openi ngs and unenpl oynent rates (states
wi th a high unenploynent rate in one census may be especially likely to grow
over the next five years).

12



assunption that the state-specific effects are uncorrelated with
t he ot her explanatory vari abl es.

In sonme analyses | allow for differences in the inpact of
regul ation on |location over tinme, by interacting tinme dunm es
with the regulatory neasures. It is not clear what the tine
pattern of coefficients ought to be. Nearly all of the
regul atory data cones fromthe end of the period, so if states
regul atory intensity varies over time, the earlier coefficients
shoul d be nore affected by neasurenent error, and be biassed
towards zero. On the other hand, one reason given for federal
environnental | egislation has been to reduce regul atory
differences across states, so there m ght be a bigger inpact
early in the period (when nost regul ati on was state-based). |If
states which have been successful in attracting business in the
past face |ess pressure to relax standards in the future, there
m ght be a positive connection between |ate stringency and early
birth rates - regulatory stringency woul d be endogenous, possibly

with a long | ag.

3. Data Description and Limtations

The basic data on new plant openi ngs cones fromthe

Longi tudi nal Research Dat abase (LRD) nmaintained at the Center for

13



Econom ¢ Studies of the Census Bureau.* This contains
information fromthe Census of Manufactures, done every five
years since 1963 on all manufacturing plants in the country
(around 300,000 plants in each census).® The data is linked
toget her over time, so for each census | can categorize each
pl ant as openi ng (absent in the prior census), continuing
(present in both this and the prior census), or closing (present
in the prior census but absent in this census). | aggregate
together the data for each state to get the total nunber of
openi ng, closing, and continuing plants at five year intervals.
| then divide the nunber of openings by the total plants fromthe
previ ous census (continuing plus closings) to get a birth rate
for each state, along with a net birth rate (openi ngs m nus
cl osi ngs) . These two birth rates are both included as neasures
of the state's attractiveness to new busi nesses.

| also identify a subset of manufacturing industries that
are 'high pollution' as a consistency check on the results: if
regul ation matters for plant location, it should matter nore for
plants in high-pollution industries. | calculate the average

pol | uti on abat ement operating costs for each industry, based on

4 The LRD data is confidential, but there are enough new plants in each
state that the plant opening data could be aggregated at the Census Bureau
into "non-confidential" totals, and then anal yzed outside the Census Bureau

5> The tinming of the Census was changed early in the period, so the actua
Census dates are 1963, 1967, 1972, 1977, 1982, and 1987. The 1963-1967 birth
rate was adjusted to reflect the shorter interval between the first two
Censuses.
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t he Census' Pollution Abatenment Costs and Expenditures survey.
Roughly 20 percent of the industries, those whose pollution
abat enent operating costs exceeded 3% of their total shipnents,
are included in the high-pollution sanple. Simlar birth rates
are calculated for this subsanple.?®

The regul atory data conmes froma variety of sources. The

G een I ndex publication (Hall and Kerr 1991) contains rankings of

all the states on a | arge nunber of environnental -rel ated
vari ables. A neasure of regulatory stringency is the 'Geen
Policies' (ENVPOLICY) index, designed to neasure the stringency
of state environnental regul ations based on a set of 77 specific
i ndi cators, such as the presence of state | aws on specific topics
such as recycling. A neasure of environnental problens in each
state is the 'Geen Conditions' (DI RTY) index, which indicates
the state's conbi ned ranking on over 100 neasures of the quality
of the state's environnment, including air and water pollution
information.”’

These indices were created by aggregating the state's

ranki ngs on individual neasures, so the interpretation of a

5 A few states had one or two census years with too few plant openings in
the high-pollution industries for the data to be released publicly. These
state-years were deleted fromthe high-pollution dataset before taking it from
the Census Bureau. | used the average rates of plant opening for that state
inits '"publicly releasable' years to inpute the m ssing values, in order to
mai ntai n a bal anced panel

" The original rankings were designed so that | ow scores reflected stricter
regul ation and a cleaner environment. Since all other stringency measures use
hi gher values to indicate stricter regulation, I nultiplied the G een Policies
i ndex by -1 to inprove conparability.
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regression coefficient is sonewhat problematic (it is not clear
what a 'one unit' change in the index represents). They were
designed to capture a general tendency towards nore stringent
regul ation, or better environnental conditions. In general,
ENVPOLI CY shoul d be negatively related to plant openings (nore
stringent regulations reducing profitability |leading to fewer new
plants). DI RTY mght be positively or negatively related to

pl ant openings (a cleaner environnment m ght be nore desirable,
but m ght also be associated with a tendency toward nore
stringent regulations, or a general opposition to new industry
not picked up by the policy variables).

A direct neasure of enforcenent activity for air pollution
regulation is taken fromthe EPA's Conpliance Data System This
dat abase reports all air pollution enforcenment actions,
identifying the affected plant by industry and |ocation. The
total nunber of inspections of manufacturing plants between 1984
and 1987, divided by the nunber of manufacturing plants in 1982,
was cal cul ated for each state (INSPECT). G eater enforcenent
activity is expected to put nore pressure on plants in the state
to come into conpliance with air pollution regulations, raising
costs and reducing profitability. In Deily and Gray (1991)
hi gher enforcenment was found to increase the probability of steel

pl ant cl osi ngs.
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O her neasures of state-level regulation are based on
expenditures. The Council of State Governnents (1991) cal cul ated
the total spending on each state's prograns for environnental and
natural resources in 1988. In the enpirical analysis, these are
represented as dollars per capita (REGSPEND).® State spending on
environmental regulations could be linked to nore stringent
enforcenent (inposing additional costs on business), expected to
di scourage pl ant openi ngs.

The Census Bureau's Pol |l ution Abatenent Costs and
Expendi tures (PACE) survey reports the dollars spent for
pol | uti on abatenent by manufacturing firns, giving totals for al
i ndustries in each state and for all plants nationwi de in each
i ndustry. | divide pollution abatenment operating costs by total
manuf act uring shi pnents to neasure pollution abatenent intensity
(for each state and each industry). | then calculate a
predi cted abatenment intensity for each state, nultiplying each
i ndustry's abatenent intensity by its share in total state
enpl oynent (fromthe Census of Manufactures). The residual
abatenent intensity (actual mnus predicted), is used in the
regressions (PASPEND). The survey was first done in 1973, and
the 1973 val ues are used for all years of data before 1973. This

is equivalent to assum ng that the relative rankings of the

8 Expressing the expenditure as a percentage of total state governnent
spending gives simlar results in the enpirical analysis.
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states were unchanged before 1973 and all ow ng the year dunm es
in the regressions to control for a general tendency towards
| ower expenditures before 1973.

Two neasures of the state's political support for
environnmental regul ation are exam ned. CONSERVE is the nunber of
menbers of three 'conservation' groups (Sierra Cub, G eenpeace,
and National WIldlife Federation - taken fromHall and Kerr
(1991)) - per 1000 in the state popul ation. Conservation-m nded
voters mght be nore inclined to support state policies for
stringent environnmental protection. | also nmeasure environnental
support by the state's politicians. The League of Conservation
Voters cal cul ates a scorecard for each nenber of Congress on
environmental issues, with data avail able back to the early
1970s. | use the average score for House of Representative
nmenbers fromthe state (LCVOTE) in ny anal ysis.?®

In addition to the regulatory vari abl es, a nunber of other
vari ables are used to control for differences across states that
m ght i nfluence the nunber of new plant openings (all dollar
val ues are converted to 1982 val ues using the GDP defl ator).
Factor price neasures include ENERGY (dollars per mllion BTU

fromthe Energy Information Adm nistration), LANDPR (val ue per

® The earliest year available in the League of Conservation Voters data is
1970. I tried calculating conparable nmeasures for 1963 and 1967, using
congressional voting data, but there were few obvious environnental votes
during these years. The resulting voting neasures are also not very strongly
correlated with plant openings during the 1960s. Therefore | use the 1970
val ues of the LCV voting data for the earlier periods in the analysis.
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acre of agricultural |land and buildings, fromthe Gty and County
Dat abook), and WAGE (average hourly wage in manufacturing, taken
fromthe Statistical Abstract). Labor market indicators include
UNI ON ( percent of non-agricultural workforce unionized, from
Bureau of Labor Statistics), UNEMP (civilian unenpl oynent rate),
and | NCOVE (i ncone per capita). Labor quality is neasured by the
fraction of the over-25 popul ation with coll ege degrees (EDUCAT).
State taxes are neasured by property taxes per capita (PROPTAX).
ELECDM i s the percentage of votes for Denocratic candidates in
the U S. House of Representatives for the state. Popul ation
density (POPDEN) controls for differences in the size of the

| ocal product market and possibly also for 'aggloneration
effects' (the tendency to | ocate where existing businesses are

al ready located). AREA controls for the different nunber of
possible sites available in different states. Since | exan ne
birth rates, rather than nunber of new plants, these 'scale'
effects (POPDEN and AREA) need not have positive signs (and in
fact | find that birth rates over this period are generally

hi gher in large but lightly popul ated states).

4. Results

The neans and standard devi ati ons of the variables used in

the analysis are presented in Table 1. This table also presents
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the fraction of the variation in each variable which is expl ai ned
by fixed cross-state differences (C.S.). This is inportant for
under st andi ng where the explanatory power of the anal yses cones
from For nost variables (especially the regulatory ones) the
majority of variation comes fromdifferences across states. In
fact, many of the regulatory variables are based on a single
cross-section of data (giving thema C S. value of 1.0).

Note that the nunbers of new plants are primarily cross-
section in variation (C.S. above .95). This neans that a
traditional analysis using nunbers of new plants, either in
regression or Poisson form wll be heavily driven by differences
in the scale of states, and the particular scaling factor chosen
may substantially influence the results. There is nuch nore
Wi thin-state variability in the birth rates (C.S. below .7, and
below .5 for net birth rates). This tends to reduce the
i nportance of fixed state characteristics. It could possibly
| ead us to understate the inpact of regulatory variables, to the
extent that stringent regulation over a long tine period reduces
both the nunmerator and the denom nator of the birth rate.

The basic nodel of birth rates, using ordinary regression,
is presented in Table 2, both for all manufacturing industries
and for high-pollution industries. |In general, nost of the
control variables are consistent across the nodels. The scal e-

rel ated vari abl es (AREA and POPDEN), indicate that |arge states
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wi th | ow popul ation density tend to have larger birth rates over
the study period. Hi gher unionization is consistently negative,
but wages and land prices do little and energy prices are
unexpectedly positive. Hi gher property taxes are usually
negati ve but not always significant, while voting for Denocratic
candidates is positive. States with a nore educated workforce or
hi gher inconme tend to attract nore new plants. Unenpl oynent has
a positive coefficient, which may reflect a rebound from a
depressed state econony (since the UNEMP neasure cones fromthe
starting year of the birth rate calculation). Finally, the
negati ve coefficient on DIRTY shows that states with dirtier
environnents have lower birth rates (although they al so have
| ower death rates, as no inpact is found on net birth rates).?
Three nmeasures of regulatory stringency are included in
t hese tabl es: ENVPOLI CY, LCVOTE and PASPEND. These include the
only two regulatory variables with any tine-series variation.
LCVOTE and ENVPOLI CY have the expected sign and are significant
in nost regressions, although not all. Using the ENVPCLI CY
measure, a one standard deviation increase (.67) in stringency is
associated wth a reduction in a state's annual birth rate (first
columm, Table 2) of about .5 percentage points (about .25

standard deviations). A simlar increase in LCVOTE is associ ated

10 These control variables are omtted fromthe followi ng tables, as the
results are simlar. The conplete tables of results are available fromthe
aut hor on request.
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with about half that reduction in the birth rate. These inpacts
are simlar in magnitude to those of other significant

expl anatory variables: a one standard devi ation increase in UN ON
is associated with a birth rate reduction of about .4 percentage
points. On the other hand, the coefficient on PASPEND, while
negative, is never significant.

Tabl e 3 explores the inpact on plant | ocation of a variety
of measures of regulatory stringency. Each neasure is considered
separately, so that each coefficient in the table cones froma
di fferent regression which includes all of the basic control
vari ables from Table 2. The neasures of regulatory stringency
(ENVPOLI CY and | NSPECT) and political support (LCVOTE and
CONSERVE) are negatively related to new plant birth rates, as is
i ndustry pollution abatenment spending (PASPEND), although not
al ways significantly. By contrast, state regul atory spendi ng
(REGSPEND) is positively connected with birth rates, though not
significantly. This mght reflect endogeneity: governnent
agencies in grow ng states could have nore resources to spend.

One puzzle in the results, true in virtually all of the
nodel s tested, is that high-pollution industries do not seemto
be especially sensitive to the regulatory neasures. |n both
Table 2 and 3, the regulation coefficients are the sane or

smal ler for the high-pollution industries. The neans and
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standard devi ations for both sets of dependent variables are
simlar, so the coefficient nmagnitudes may be directly conpared.
Anot her issue is howto deal with several regulatory
vari ables that mght affect plant location in different ways.
Tabl e 4 shows the correlations anong the environnental neasures.
All of the regul atory neasures (except for PASPEND) show the
expected correlations wwth DIRTY: higher stringency, state
spendi ng, and political support are associated with higher
environmental quality. O the different regulatory neasures, the
only pair which seens to give strongly opposing pictures are
| NSPECT and ENVPCLI CY, where states which do nore inspections
have |l ess strict policies. The spending neasures are not very
strongly correlated with the other regulatory neasures. | tested
using factor analysis to conbine the six regulatory neasures into
three factors. The results (available on request) are simlar to
t hose shown here: states with nore stringent regul ati on have
fewer births, but the factor including governnment regulatory
spendi ng sonetinmes has the opposite sign.
As discussed in Section 2, several other specifications
m ght be used to nodel plant |ocation decisions. Table 5
consi ders sone anal yses which take advantage of the panel nature
of the dataset, presenting fixed-effect and random effect nodels
corresponding to the birth rate nodels from Tables 2. Taken as a

whole, the results are simlar to those obtai ned earlier. LCVOTE
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remains significantly negative for the all-industry sanple (and
has sim lar coefficient magni tudes), but has substantially
smal l er coefficients for the high-pollution sanple. PASPEND
remains insignificant, while ENVPOLICY is little changed in the
random effects anal ysis (since ENVPOLI CY cones froma single
cross-section, it drops out of the fixed-effects analysis).

Tabl e 6 exam nes an alternative approach, |ooking at the
nunber of new plants opened, rather than the birth rate. For
t hese analyses, | need to explicitly control for the differences
in scale across states, so the nunber of existing plants in the
prior period is also included as an explanatory variable. There
are three nodels included: OLS (on the |og of new plants),
Poi sson, and conditional logit. The results show a fair degree
of consistency across the different nodels, but there is one
not abl e change fromthe earlier results. The ENVPOLI CY vari abl e
now shows a positive relationship with the nunber of new plants,
where it had been negatively related to the birth rate of new
plants. On the other hand, LCVOTE and PASPEND tend to be nore
consistently negative. As with the earlier analyses, the results
for the high-pollution industries are not nmuch different from
those for all industries. The relatively small nunber of plants
in the high-pollution industries |eads to nuch | ower significance
| evel s (conpared to the all-industry sanple), since the effective

unit of observation is now the nunber of new plants opened,
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rat her than the nunber of states, for the Poisson and conditional
| ogit estimates.

So far | have examned all of the years of data together,
assum ng that different state characteristics had simlar inpacts
on plant openings during all five tinme periods. | test this in
Table 7 by interacting the regulatory policy variables with year
dumm es. Here there is sone evidence for differences in
regul atory inpacts across years, but the results differ across
the variables. LCVOTE and PASPEND are negative for the base
period, 1982-87, while ENVPOLICY is positive. LCVOTE shows no
significant interactions, while PASPEND has positive interactions
for 1972-77 and ENVPCLI CY has negative interactions for 1972-77).
These results suggest that stricter state-level regulations were
nmore inportant in the earlier years of the period (before 1980),
whi | e higher pollution abatenent costs were nore inportant in the
|ater years. This is not unexpected, since the gradually
i ncreasing stringency of federal regulations should reduce the
i npact of state-level differences. Still, the limted time-
series conponents of the regulatory variables and the possible
interactions between the three regulatory variables call for sone

caution when interpreting the results.

5. Concl usi ons
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It is possible to show a connecti on between state-|evel
environmental regulation and new plant birth rates. These
i npacts are not enornous, but are roughly conparable to other
non-regul atory explanatory variabl es such as unionization. It
appears that states with stricter regul ations, stronger political
support for pollution regulation, and greater abatenent costs,
tend to have lower birth rates of new plants over the period.
There is also the suggestion of a dimnishing inpact of these
state differences in the 1980s, consistent with increasingly
strict federal regul ations overshadow ng state-I|evel differences.

There are sone notes of caution that should be raised
concerning the interpretation of these results. First, nost of
the regul atory neasures provide only cross-state variation: only
two have any tinme-series variation, and even these don't extend
before the early 1970s. Thus | amforced to assune that the
cross-state differences are highly persistent over tinme. This
may not be a bad assunption, since there is a high degree of
persi stence over the 1970s and 1980s in the two neasures with
time-series information, but | can't be certain that the other
regul atory differences are simlarly persistent. Second,
econonetri c nethods which focus on the nunber of new plants show
somewhat different results for particular regulatory neasures.
Spendi ng neasures becone nore negative and political neasures

| ess negative or even positive, although the overall inpression
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for both analyses is that stricter regulation is associated with
fewer new pl ant openi ngs.

More inmportantly, the results for high-pollution industries
are not nmuch stronger than the results for all manufacturing
industries. If plants in high-pollution industries are the main
target of state environnental regulations, the regulatory
measures should have a larger inpact on their |ocation decisions.
This raises the possibility that the regul atory neasures are
standing in for omtted differences in sonething, perhaps
"business climate' or other state regul ations not conpletely
controlled for by the panel analysis. One possible suggestion
(offered by a sem nar participant) is that the high-pollution
i ndustries face tough federal regul ati ons wherever they go, so
that state regulatory stringency is nore likely to affect
nmoderatel y-polluting industries. Testing this will require
further work at the Census Bureau to exam ne birth rates for many
industries with different |levels of pollution abatenent costs.

There are several directions for future research that | am
planning to explore. First, I will be |looking for alternative
regul atory nmeasures that m ght extend the data back into the
1960s. The nore tinme-series variation in the regulatory
measures, the easier it will be to control for other differences
across states. | will look for neasures of other differences

across states (including 'business climate') to try to reduce
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concern with possible omtted variables. Finally, | wll be
exploring the use of the LRD data at greater |levels of detail,

| ooki ng at industry, county, and plant-level data, to obtain nore
variability in the regulatory data within each year. This wll
permt nore precise neasures of regulation's inpact on |ocation,
and will allow ne to test whether different industries respond

differently to pollution regul ation.
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Table 1

Descriptive Statistics
(N=240, 48 states * 5 periods)

Cst

Descri ption

Dependent Vari abl es

Mean Std Dev
(all industries)
OPEN 2574.7 3241. 4
LOGOPEN 7.309 1.071
NPLANT 6693.5 8172.8
LOGPLANT 8. 225 1.123
Bl RTH 8.631 2.294
NETBI RTH 1.194 2.001
(high-pollution industries only)
HI OPEN 34.183  41.779
LOGH OPEN 2.995 1.077
NHI PLANT 455. 6 529.9
LOGH PLANT 5.534 1.141
HI Bl RTH 8. 206 2.417
HI NETBI RTH 1.564 2.176
Contr ol
WAGE 6.125 1.112
ENERGY 0. 217 0. 145
LANDPR 0.522 0.522
UNI ON 0. 219 0. 089
UNEMPL 5.710 2.556
EDUCAT 11. 597 4.484
PROPTAX 0. 205 0.131
ELECDM 0. 497 0.132
| NCOVE 5.621 3.155
POPDEN 0.151 0. 220
AREA 0. 062 0. 046
DI RTY 4.512 0. 638
Regul atory Stringency
ENVPQOLI CY -2.182 0. 667
| NSPECT 0.091 0.103
Regul at ory Spendi ng
REGSPEND 59.618  73.938
PASPEND 0.031 1.184
Political Support
CONSERVE 8. 444 3.584

. 950
. 965
. 973
. 985
. 657
. 376

. 954
. 959
. 971
. 982
. 625
. 363

Vari abl es

. 075
. 108
. 444
. 885
. 176
. 225
. 397
. 314
. 059
. 996
1.0

1.0

==
oo

. 424

# New Pl ants open, t-1 tot
Log( OPEN)

# Plants in t-1

Log( NPLANT)

OPEN NPLANT (*100, per year)
( OPEN- CLOSE) / NPLANT (*100, per year)

# New Pl ants open, t-1 tot
Log( HI OPEN)

# Plants in t-1

Log( NHI PLANT)

H OPEN/ NPLANT (*100, per year)

(Hl OPEN- Hl CLOSE) / NHI PLANT (* 100)

Aver age manufacturing wage (1982%)
1982% per millions BTU (*1000)
1982$1000 value / acre

Non- farm uni oni zation rate

G vilian unenpl oynent rate

Pct coll ege graduates in popul ation
1982% property taxes per capita

Pct voted for Denocratic Congressnen
1982$1000 | ncone per capita

Popul ati on per sq. mle (000)
Square niles (000, 000)

G een Conditions | ndex

Green Policies | ndex

Air pollution inspections per plant

State environmental spending
Manuf act uring pol |l uti on abat enment
costs, adjusted for industry mx

Table 1 (cont.)

1.0
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per 1000 popul ation
LCVOTE 0.438 0.221 . 677 Congressional environnmental votes
(League of Conservation Voters)
1C.S. = cross-state fraction of total variation of variable
(1.0 = purely cross-sectional, 0 = purely tine-series)
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Table 2

Basi ¢ Regressions

(t-statistics in parentheses)

Al l
Birth
Rat e
Regul atory vari abl es:
LCVOTE -1.437
(-2.40)
PASPEND -0.118
(-1.34)
ENVPQOLI CY -0.782
(-3.52)
Control vari abl es:
| NTERCEPT -2.240
(-0.82)
AREA 13. 551
(4.96)
POPDEN -2.249
(-2.87)
WAGE -0.188
(-0.96)
UNI ON -0. 050
(-2.54)
LANDPR -0. 305
(-0.67)
ENERGY 2.149
(0.93)
PROPTAX -1.454
(-1.02)
ELECDM 1.128
(1. 16)
Al l

I ndustri es

Net Birth

Rat e

-1.566
(-2.69)

-0. 002
(-0.03)

-0.539
(- 2. 49)

-9.707
(-3.66)

6. 099
(2. 30)

-1.519
(-1.99)

0. 102
(0. 54)

-0. 040
(-2.09)

-0. 107
(-0.24)

6. 453
(2. 86)

-1. 004
(-0.73)

1. 297
(1.37)

Table 2 (cont.)

I ndustri es
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Hi gh-Pol | ution
I ndustri es

Birth
Rat e

Ne

- 1. 347
(-1.83)

-0.113
(-1.05)

-0.628
(-2.30)

3. 445
(1.03)

14. 202
(4.24)

-2.313
(-2.41)

-0.222
(-0.93)

-0. 052
(-2.14)

-0.223
(- 0. 40)

3. 001
(1.06)

-2.392
(-1.37)

1.314
(1. 10)

Hi gh-Pol | ution
I ndustri es

t Birth
Rat e

-1.157
(-1.54)

-0.024
(-0.22)

-0.276
(-0.99)

-5. 455
(-1.60)

4.302
(1. 26)

-2. 664
(-2.72)

-0.104
(-0. 42)

-0.031
(-1.24)

-0.001
(-0.00)

5. 344
(1.84)

-3.345
(-1.88)

2. 800
(2. 30)



Birth Net Birth Birth Net Birth

Rat e Rat e Rat e Rat e
EDUCAT 0.274 0. 249 0. 235 0.294
(4.05) (3.79) (2.83) (3.48)
| NCOVE 0.411 0.110 0. 286 -0. 055
(1.91) (0.53) (1.08) (-0.20)
UNEMPL 0. 404 0. 236 0. 327 0. 210
(5.10) (3.07) (3.37) (2.12)
Dl RTY -0.524 -0. 036 -0. 950 -0. 037
(-2.34) (-0.17) (-3.47) (-0.13)
time period dunm es:
1963- 1967 9. 452 6. 550 6. 539 4. 810
(5.39) (3.84) (3.04) (2.19)
1967- 1972 7.485 5. 634 4. 365 2.999
(4.75) (3.68) (2.26) (1.52)
1972- 1977 8. 031 7. 006 4.725 4.113
(5.94) (5.34) (2.86) (2.43)
1977-1982 2. 807 1. 046 1.116 -0.081
(3.33) (1.28) (1.08) (-0.08)
R 0. 632 0. 547 0. 503 0. 361
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Table 3

Al ternative Regul atory Measures
(t-statistics in parentheses)

Hi gh-Pol | ution

Al Industries I ndustri es
Birth Net Birth Birth Net Birth
Rat e Rat e Rat e Rat e
ENVPQOLI CY -0.930 -0. 653 -0.766 -0. 368
(-4.24) (-3.07) (-2.87) (-1.36)
| NSPECT -1.208 -0.988 -1.983 -2.294
(-1.03) (-0.88) (-1.42) (-1.64)
LCVOTE -1.935 -1.851 -1.761 -1.320
(-3.21) (-3.22) (-2.43) (-1.81)
CONSERVE -0. 139 -0.112 -0. 155 -0.111
(-2.67) (-2.26) (-2.50) (-1.77)
REGSPEND 0. 000 -0.001 0. 003 0. 002
(0. 28) (-0.86) (1.65) (1. 34)
PASPEND -0. 187 -0. 059 -0.172 -0. 059
(-2.07) (-0.68) (-1.59) (-0.54)

Each coefficient represents a separate regression, including all the
non-regul atory control variables in Table 2 and a single regulatory vari abl e.
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Table 4

Correl ati ons Anong Regul atory Measures

DIRTY  ENVPOLICY | NSPECT LCVOTE CONSERVE PASPEND
DI RTY 1.0
ENVPCLI CY -0. 4262 1.0
I NSPECT  -0.3295 -0.3015 1.0
LCVOTE - 0. 3669 0. 5605 0. 0702 1.0
CONSERVE - 0. 7068 0. 7057 0. 1500 0. 5632 1.0
PASPEND 0. 0366 0. 1047 0. 0308 0. 1127 0. 0412 1.0

REGSPEND -0.1770 -0.0149 0. 0653 0. 1300 0. 1577 -0.1113 1.0

Note that only LCVOTE and PASPEND vary within states over tine
(the other regulatory variables are strictly cross-sectional).
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Table 5

Panel Esti mati on Met hods

Al Industries Hi gh-Pol | ution
I ndustri es
Birth Net Birth Birth Net Birth
Rat e Rat e Rat e Rat e

Fi xed-ef fects nodel s

LCVOTE -1.315 -1.377 -0. 286 -0. 086
(-2.31) (-2.04) (-0.34) (-0.09)

PASPEND 0. 052 0. 096 -0.021 -0. 007
(0. 62) (0.97) (-0.17) (-0.05)

ENVPOLI CY - - - -

R 0.591 0.585 0.272 0. 292

Random ef f ect s nodel s

LCVOTE -1.301 -1.494 -0.781 -0. 930
(-2.60) (-2.52) (-1.05) (-1.20)
PASPEND -0.018 0. 025 -0.082 -0.031
(-0.24) (0. 30) (-0.76) (-0.28)
ENVPOLI CY -0.771 -0.514 - 0. 682 -0. 286
(-2.22) (-1.78) (-1.83) (-0.91)
R 0. 565 0.533 0. 383 0. 332

Regressions include all non-regulatory control variables in Table 2.

Fi xed-effects nodels effectively drop those variables with only cross-section
variati on (ENVPOLI CY, AREA, and D RTY).

A Hausman test finds significant differences between the fixed-effects and
random effects nodels for all of the dependent variables except the high-
pollution industry, net birth rate nodel. This indicates the possibility that
the random effects are correlated with the explanatory variables. However,
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the simlarity of the LCVOTE coefficients between the two nodel s suggests that
the random effects are primarily correlated with the control vari abl es.
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Table 6
Al ternative Estimtion Methods

Dependent variabl e = Nunber of New Pl ants
(t-statistics in parentheses)

Al Industries Hi gh-Pol | ution
I ndustries
Cond. Cond.
as Poi sson Logi t as Poi sson Logi t

LCVOTE -1.828 -0.770 -1.096 -1.796 -1.096 -1.221

(-2.98) (-5.80) (-8.24) (-2.04) (-0.98) (-1.10)
PASPEND -0.018 -0. 009 -0.013 -0.014 -0.012 -0.015

(-2.03) (-8.07) (-10.94) (-1.12) (-1.18) (-1.46)
ENVPQOLI CY -0.024 0. 539 0.111 -0. 032 0. 032 0.109

(-0.71) (8.37) (18.85) (-0.64) (0.95) (2.11)
R 0.984 0. 965
Log-1i kel i hood - 5906 - 7254606 -675 - 60877

Regressions include all non-regulatory control variables from Table 2.

The OLS regressions used LOGOPEN as the dependent variable (to match the
Poi sson specification). LOGPLANT is also included as a control variable in
the nodels (getting a coefficient of about 0.96, with a standard error of
about 0.01).
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Table 7

Ti me- Varyi ng Regul atory I npacts
(t-statistics in parentheses)

Hi gh-Pol | ution

Al'l I ndustries I ndustri es

Birth Net Birth Birth Net Birth

Rat e Rat e Rat e Rat e

LCVOTE 0. 101 -1. 005 -2.968 -3.795
(0.06) (-0.66) (-1.54) (-1.93)

63-67 -2.506 -1. 408 1.918 2.826
(-1.35) (-0.78) (0. 84) (1.21)

67-72 -1.027 -0. 246 2.468 3.661
(-0.55) (-0.14) (1.08) (1.57)

72-77 -2.596 -0. 567 1.523 2.705
(-1.32) (-0.30) (0.63) (1.10)

77-82 0. 091 0. 930 1.298 2.785
(0.04) (0. 44) (0.49) (1.03)

PASPEND -0. 220 -0. 136 -0.241 -0.118
(-1.69) (-1.08) (-1.51) (-0.73)

63-67 -0.061 -0. 066 0. 248 0.072
(-0.19) (-0.21) (0.63) (0.18)

67-72 0. 207 0. 363 0. 248 0. 150
(0.64) (1. 16) (0.63) (0.37)

72-77 0.520 0. 598 0. 887 0.904
(1.63) (1.92) (2.26) (2.25)

77-82 0.072 0. 110 0. 099 0. 048
(0.37) (0.58) (0.41) (0.19)

ENVPQOLI CY -0.173 0. 196 0.510 1. 003
(-0.37) (0.43) (0. 88) (1.70)

63-67 -0.378 -0. 668 -0. 649 -0.775
(-0.64) (-1.17) (-0.90) (-1.05)

67-72 -0. 316 -0.543 -1.428 -1. 886
(-0.56) (-0.98) (-2.04) (-2.64)

72-77 -1.318 -1.604 -2.317 -2.346
(-2.20) (-2.74) (-3.14) (-3.11)

77-82 -0.733 -0.511 -1.222 -1.202
(-1.21) (-0.87) (-1.64) (-1.58)

R- Squar e 0. 666 0. 588 0. 546 0. 329

Regressions include all non-regulatory control variables in Table 2.
The 'base group' for the interactions is the 1982-87 period.
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